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H-R diagram with 2 M� evolution track436 HERWIG

Figure 1 Hertzsprung-Russell diagram of a complete 2 M⊙ evolution track for solar metal-

licity from the main sequence to the white dwarf evolution phase. In the cooler section of

the post-AGB phase, wiggles in the track are caused by numerical convergence difficul-

ties. The blue track shows a born-again evolution (triggered by a very late thermal pulse,

Section 4.2) of the same mass, however, shifted by approximately 1 log Teff = −0.2 and

1 log L/L⊙ = −0.5 for clarity. The red and green stars mark the position of the central stars

of planetary nebulae for which spectra are shown in Figure 8 (see Section 4.2). The number

labels for each evolutionary phase indicates the log of the approximate duration for a 2 M⊙

case. Larger or smaller mass cases would have smaller or larger evolutionary timescales,

respectively.

the core starts to resume gravitational contraction. H burning now starts in a shell

around the He core, and in the HRD the star evolves quickly to the base of the Red

Giant Branch (RGB). As the core continues to contract, the envelope of the giant

expands and the H-shell luminosity grows. The star climbs up the RGB, or first

giant branch. The star is cool and the entire envelope is convectively unstable. The

associated mixing leads to observable abundance variations along the RGB. The

ignition of core He burning depends on the intial mass (Figure 2). If the initial mass

is less than approximately 1.8 M⊙ the He core has become electron-degenerate

when the star evolves to the tip of the RGB. These stars experience a degenerate

core He flash and settle afterwards in quiescent He-core burning on the zero-

age horizontal branch (ZAHB). Initially, more-massive stars ignite He burning in

the core in a nonviolent mode and like less-massive stars continue their evolution

in the horizontal branch.
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H-R diagram for 8-100 M� stars

118 Astrophys Space Sci (2011) 336:117–122

Fig. 1 Theoretical HRD with evolutionary tracks (thin lines) and stel-

lar endpoints (large, filled circles) for solar metallicity stars, taken

from the STARS stellar evolution models (Eldridge and Tout 2004).

The models follow stellar evolution up to the initiation of core neon

burning, which is likely to give an accurate indication of the pre-SN

luminosity; note that the 8 M⊙ model does not include the uncer-

tain “second dredge-up” phase, which would make its evolutionary

endpoint significantly redder and more luminous (Eldridge and Tout

2004). The RSG location is indicated along with the effective temper-

atures and luminosities derived for a selection of Milky Way RSGs

(small, filled triangles) by Levesque et al. (2005). The LBV and WR

regions (from Smith et al. 2004 and Smartt 2009, respectively) are also

shown. Regions from which one might expect SNe II-P, II-L, IIn, IIb,

and Ibc to arise from the simple considerations discussed in the text

(Sect. 2.2) are also indicated

2 Expectations

2.1 CC SN classification, stellar evolution, and

Zeroth-order progenitor expectations

It is typical to subdivide CC SNe into at least five major

categories (see Filippenko 1997 for a thorough review): II-

Plateau (II-P; hydrogen in spectrum and plateau in opti-

cal light curve), II-Linear (II-L; hydrogen in spectrum, no

plateau in optical light curve), IIn (hydrogen in spectrum

and spectral and photometric evidence for interaction be-

tween SN ejecta and a dense circumstellar medium [CSM]),

IIb (hydrogen in spectrum initially, with transformation into

a hydrogen-deficient spectrum at later times), and Ib/c (no

evidence for hydrogen in spectrum at any time). This order-

ing is thought to be a roughly increasing one in terms of in-

ferred degree of envelope stripping prior to explosion. That

is, SNe II-P are the least stripped at the time of explosion

and SNe Ib/c are the most stripped, with the others falling

in between. Although considerable uncertainty persists re-

garding the exact proportions, SNe II-P probably account

for ∼60% of all CC SNe, SNe Ib/c for ∼30%, and the final

∼10% comprised of the rarer IIn, II-L, and IIb types (e.g.,

Smartt 2009 and references therein).

The most basic expectation for the stellar progenitors

of CC SNe is that they should have properties consistent

with the evolutionary endpoints of stars born with more than

∼8 M⊙, the theoretical lower limit for which core-collapse

will occur. The expected characteristics of such stars are

most easily viewed on the theoretical Hertzsprung-Russell

Diagram (HRD), an example of which is shown in Fig. 1.

Quick examination yields simple predictions: Stars between

about 8 M⊙ and 25 M⊙ should end their lives with prop-

erties consistent with red supergiants (RSG), while those

above ∼25 M⊙ should end as hot Wolf-Rayet (WR) stars,

which have lost all, or nearly all, of their H and (sometimes)

He envelopes.

Stars born with & 50 M⊙ are believed to experience a

“luminous blue variable” (“LBV”) phase en route to their

deaths as stripped-envelope WR stars, during which violent

episodic bursts of mass-loss can occur (eta-carinae being the

most famous nearby example). With luminosities & 106
L⊙,

LBVs are the most luminous single stars known. An impor-

tant point is that it has not traditionally been believed that

such stars will explode as SNe during the LBV stage, since

this evolutionary phase is thought to occur while the star is

still at the end of core H burning, or possibly the beginning

of core He burning (Maeder and Conti 1994).

The bottom line from conventional theory therefore is

that CC SNe should arise from the RSG and WR regions

on the HRD. Naturally, many issues complicate this sim-

ple picture. First and foremost, the HRD shown in Fig. 1 is

Leonard (2011)
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Mass distributions for white dwarfs
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tamination by cool companions that can cause large sys-
tematic errors in the parameter determinations. (Our
carefully Ñuxed spectrum for HZ 43 shows no evidence for
contamination by its companion ; see the discussion of indi-
vidual objects below.) We have also excluded WD
1342]443, on the grounds that our spectra show the
Balmer lines to be Ñat bottomed. Fitting its spectrum with
standard models would thus result in both a temperature
and gravity that are too high. For the remaining 19 stars, we
found that et al. had e†ective temperaturesBergeron (1994)
that were higher by 3.3%, on average, with a dispersion in
the di†erences of 2.3%, while their gravities were higher by
0.13 dex, on average, with a dispersion of 0.09 dex. The
results of this comparison are plotted in using theFigure 5,
same vertical scales as in Three stars remained forFigure 4.
which et al. had much higher e†ective tem-Bergeron (1994)
peratures : WD 1620]260, WD 0548]000, and WD
0939]262. Careful examination of our spectra of these
objects did not reveal anything that could have biased our
Ðts toward lower e†ective temperatures. If these three are
also omitted, the average di†erence in drops to 2.7%,T

eff
with a signiÐcantly smaller dispersion of 1.5%, while the
average log g di†erence only drops to 0.12 dex, with a dis-
persion of 0.09 dex. The impact of the systematic shift in log
g is a shift in masses of 0.05 Given the excellent agree-M

_
.

ment with the results from (1% in 0.02 dex in logBSL T
eff
,

g, 0.01 in mass), and given the use of the same inputM
_

physics for BergeronÏs and our models, we do not have an
explanation for the signiÐcant systematic di†erences we Ðnd
at the hot end.
Based on these comparisons, we conclude that the DA

white dwarf temperature scale for stars between 15,000 K
and 30,000 K is on quite secure footing. Aside from

results, which su†ered from method-McMahanÏs (1989)
ological Ñaws, optical photometry, Lyman proÐle Ðtting,
FUV spectrophotometry, and various sets of spectroscopic
e†ective temperature determinations all agree at the [1%
level. The comparison with illustrates the fact thatBSL
gravity determinations of the precision required for a criti-
cal examination of the white dwarf mass distribution are
obtainable only via Balmer line proÐle Ðtting, using spectra
with better than 10 resolution and an S/N approachingA�
100. Other methods yielded gravities with substantially
larger uncertainties. The average gravity di†erence between
objects common to the and FKB samples of 0.02 dexBSL
corresponds to a 0.01 average di†erence in the massesM

_
in the 20,000 K to 30,000 K range. This result may be
regarded as indicative of the uncertainty in absolute white

FIG. 5.ÈComparison with the results of et al.Bergeron (1994)

dwarf mass determinations in that temperature range as a
result of modeling, data reduction, and Ðtting techniques.

9. MASS DISTRIBUTION

The mass distribution we obtained is shown for the full
sample in We also recomputed masses for theFigure 6. BSL
sample based on the published and log g values, usingT

eff
the same evolutionary models as for our sample. The
revised mass distribution, with the same binning, isBSL
also plotted for comparison. The principal feature of the
mass distribution is the sharp peak just below 0.6 asM

_
,

previously noted by & Koester andWeidemann (1984)
The peak falls o† less steeply toward higher masses,BSL.

following the predicted shape of the intrinsic WD mass dis-
tribution. The fallo† is much steeper on the low-mass side of
the peak, consistent with the theoretical mass distribution,
which has an essentially vertical fallo†, given that the white
dwarf ages are mostly less than 100 Myr and the progenitor
mass distribution has a sharp cuto† for recently formed
white dwarfs. However, the measurement errors of D0.02

broaden the intrinsic mass distribution to produce aM
_

roughly Gaussian proÐle on the low-mass side of the peak
of the observed mass distribution.
Although the peaks are not completely symmetrical, the

departures from Gaussians are small ; hence, we found it
useful to characterize the peaks by Ðtting Gaussians, as
discussed previously in The centroid of theFinley (1995).
Gaussian serves as an estimator of the location of the peak
of the mass distribution (the mode). The width of the Gauss-
ian also gives a measure of the width of the distribution.(p

G
)

We regard the Gaussian Ðts as providing a better character-
ization of the mass distribution than the mean mass and the
dispersion about the mean because the latter are strongly
a†ected by the proportion of high- and low-mass WDs in
the sample, which are highly dependent on the particular
sample selected. For the full FKB distribution, the peak
derived via Gaussian Ðtting was at 0.570 whileM

_
, p

G
\

0.060 The corresponding values for the mass dis-M
_
. BSL

tribution were 0.568 and 0.049M
_
.

9.1. Temperature E†ects

The width of our peak is somewhat larger than was the
case for the sample for two reasons. The starsBSL BSL
were mostly cooler than 30,000 K, while our sample
extended upward of 70,000 K. At constant S/N, the weaken-
ing of the Balmer lines toward higher results inT

eff

FIG. 6.ÈMass distributions for the full FKB sample (left) and for the
sample (right). Masses were binned in 0.033 intervals and normal-BSL M

_
ized to a total of unity.

Finley et al. (1997)



The Chandrasekhar limit for non-rotating WDs

Chandrasekhar (1931):
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Progenitor binaries for type Ia supernovae4. What is the progenitor 

binary of SN 2011fe?

WD + Giant

WD +      

Sub-giant or  

Main Sequence WD + WD

 (NASA/Swift/ Aurore Simonnet, Sonoma State Univ.)

Chomiuk (2012)
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Bolometric light curve
iron group elements and the overall distribution of the main spe-
cies in our simulation generally agrees with that obtained from the
abundance tomography. There is good agreement up to velocities
of �10,000 km sÿ1, if we keep inmind that SN 2002bo had a 56Ni
content of �0.5M�, which is significantly larger than in the sim-
ulation. The slope of the decline of the iron group abundance
toward larger radii is also well reproduced. These elements are
mixed out to the same radii in the simulation and in the observation.
Moreover, both agree in intermediate-mass elements being more
abundant than unburned material below �10,000 km sÿ1 and
mixed compositions over a wide range of velocities. The abun-
dance of unburned material in the simulation is low in this velocity
range, in particular near the center. As previously pointed out by
Kozma et al. (2005), the presence of large amounts of unburned
fuel at low velocities gives rise to a pronounced oxygen line in the
late-time (‘‘nebular’’) spectra which is inconsistent with observa-
tions. Owing to the more complete burning of the center with the
chosen flame ignition condition, this problem is alleviated in the
current simulation. The abundance of fuelmaterial near the center is
lower by a factor of 10Y50 than the iron group mass fraction here.

Still, the abundance of carbon and oxygen seems rather high in
comparisonwith the observation. Thismay in part be an artifact of
the spherical averaging procedure for determining the composi-
tion of the ejecta in the simulation. Overestimating the contribution
of the dense but narrow fuel regions (see Fig. 2). As the volume
of ejecta that influences the spectra taken form a certain line of
sight varies with time, a careful analysis of this effect would
require the derivation of spectra from our simulation in a three-
dimensional approach.

At velocities above �10,000 km sÿ1, however, there is a sig-
nificant discrepancy between the abundance tomography data of
SN 2002bo and the simulated composition. While in the former
the intermediate-mass elements dominate out to high velocities,
the ejecta in the simulation quickly become dominated by un-
burned material. This discrepancy, however, is only found in the
outer 0:25 M�.

In order to derive light curves from the simulation, more de-
tailed information about the chemical composition of the ejecta
is necessary than the data obtained directly from the hydrody-
namical explosion simulation. This information can be derived
in a nucleosynthetic postprocessing step (Travaglio et al. 2004)
on the basis of 533 tracer particles that have been advected in the
flow. The mass of the star was equally distributed between those
tracers, and they add a ‘‘Lagrangian component’’ to the other-
wise Eulerian approach. Recording representative temperature
and density profiles, they facilitate the a posteriori reconstruction
of the nuclear reactions with a large reaction network (which
would be impractical to employ concurrently with the explosion
simulation). This way, the chemical composition of the ejecta as
needed for the radiative transfer is determined. In particular, it is
necessary to separate the 56Ni, which by radioactive decay pro-
vides the energy for the optical event, from the stable iron group
isotopes that do not contribute to the luminosity but are important
for absorption. The postprocessing yields 0:56 M� of iron group
elements (0:05 M� less than the estimate from the hydrody-
namical simulation) and 0:33 M� of 56Ni. This indicates that the
simulated supernova would range among the lower end of ob-
served normal SNe Ia. For events like SN 1991M, SN 1993L, SN
2004eo, and SN 2001el similar masses of 56Ni and total iron
group elements were inferred by Mazzali et al. (2007).

On the basis of the ejecta composition as derived from the post-
processing step and spherically averaged over the entire star, bolo-
metric light curves (truebolometric aswell as ‘‘UVOIR-bolometric’’)
have been derived with the radiative transport code STELLA, as

described in detail by Blinnikov et al. (2006). The result is shown
in Figure 5 and compared to the bolometric light curves of stan-
dard SNe Ia as given by Stritzinger et al. (2006). Evidently, the
synthetic light curve derived from the simulation is a normal SN
Ia light curve both in terms of the peak luminosity and the shape.
It is slightly dimmer than SN 1992A, as expected from the lower
56Ni mass (Stritzinger et al. [2006] report 0:4 M� of 56Ni for SN
1992A), but has a very similar rise and decline rate.

7. LIMITS OF THE PURE DEFLAGRATION MODEL

The limited success of the presented simulation in repro-
ducing the observables of SNe Ia raises the question of whether
it is possible to assess generic limits of the pure deflagration
model on this basis. Since a realization in a single simulation
does not cover the full parameter space, this has to be discussed
in combination with simulations performed previously. Reinecke
et al. (2002b), Röpke &Hillebrandt (2004), Travaglio et al. (2005),
Röpke et al. (2006a, 2006b), and Schmidt & Niemeyer (2006)
explored the impact of various initial conditions on the explosion
process. These simulations were not performedwith the same reso-
lution as the one presented here and are partially based on the
simpler subgrid-scale turbulence model proposed by Niemeyer
& Hillebrandt (1995). Still these results can guide an assessment
of the deflagration model, since the changes between the two
subgrid-scale models are moderate (at most 30% in the iron
group element production and the energy release; Schmidt et al.
2006b).

The twomain shortcomings identified in x 6 were (1) the over-
all low explosion strength resulting in a low 56Ni production and a
low explosion energy and (2) the underproduction of intermediate-
mass elements in the outer layers of the ejecta. Problem 1 has been
noted in all deflagration simulations based on a consistent ap-
proach of modeling the flame propagation. There are, however,
several initial parameters that may remedy the problem. These
have been tested in previous simulations.

Fig. 5.—Bolometric light curve derived for ourmodel (black curves; solid line
is the ‘‘UVOIR-bolometric’’ light curve and the complete bolometric light curve
is a dotted line). The blue dotted curves correspond to observed bolometric light
curves (Stritzinger et al. 2006).

3D DEFLAGRATION MODEL FOR SNe Ia 1137No. 2, 2007

Roepke et al. (2007)
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Fig. 1. Explosion evolution for Model 2. The
density is color coded, and the solid cyan
and magenta lines are the locations of the he-
lium and C/O detonation flames, respectively.
Dashed lines in cyan mark the border of the he-
lium shell.

lists the conditions at which the core detonations were ignited.
As in Paper I, a conservative critical temperature of 4 × 109 K
was used. Thus, the given values are only a lower limit for the
maximum possible compression at the given grid resolution ∆.
If the detonation would have been suppressed, stronger compres-
sion would have been achieved. Only Model 6 did not surpass
4 × 109 K, despite being simulated at the highest spatial resolu-
tion. The conditions reached in the shock compression, however,
were still sufficient to safely assume a successful detonation trig-
gering. Therefore, it was ignited at this lower temperature in a
second run. This model verifies that it is harder to compress the
core sufficiently if the helium shell mass is small. Conversely,
the high initial density of the most massive model makes a det-
onation easier. Based on our approximate initiation criteria we
conclude that the limiting factor for a successful core detonation
is only the successful formation of a detonation in the helium
shell.

Table 2 gives times and positions of the detonation initia-
tions on the z-axis. That the carbon detonations occur earlier for
smaller shell masses can be explained by the decrease of the core
radii associated with the increasing core masses. At a smaller ra-
dius the helium detonation has a shorter way around the core
while the helium detonation speed at the base of the shell is

roughly constant for all models. Note that the approximately
self-similar nature of the problem results in the curious fact that
the ignition spots of the core detonations lie at similar relative
distances (0.4−0.5 Rcore) from the center.

We will now discuss our fiducial case (Model 2) in detail.
At densities <∼4 × 105 g cm−3 in the helium shell, burning is rela-
tively incomplete and nuclear statistical equilibrium (NSE) is not
reached. The final composition is ∼63% of 4He, ∼10% of IMEs,
and ∼26% of IGEs (see Sect. 4.2 and Table 3 for more details).
The C/O detonation starts at t ∼ 1.8 s and at z ∼ −1900 km
(see Fig. 1) and it produces 0.34 M⊙ of 56Ni, 0.44 M⊙ of IMEs
and 0.11 M⊙ of 16O. The structure of the ejecta at t = 10 s,
where our simulations stop and the ejecta are close to homolo-
gous expansion, is shown in Fig. 2. The shown distribution has
been derived from the tracer particles after the post-processing
step. Due to the two detonations, IGEs can be found both in the
central region and in the shell. The shock of the C/O detonation
partially penetrates into the helium-detonation ashes. This gives
rise to the Richtmyer-Meshkov instability which generates vor-
tices at the boundary between C/O- and helium-detonation ashes
(see upper right part of Fig. 2). This effect causes some mixing
between unburned C/O and IGEs from the helium detonation.

Page 4 of 10
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Figure 1. Composition vs. mass coordinate for the four models that produced significant masses of 56Ni (least to most massive; top to bottom). The black histograms
indicate low-mass elements and the blue shows IMEs (Z = 11–20). Red represents 56Ni while stable IGEs (Z = 21–30) are shown in green. In the third panel the
solid lines show the results for the pure-C+O model, while the dashed lines show the C+O+Ne model. In each panel, the velocity scale (in Mm s−1) is also indicated.

Z0 ∼ 3Z⊙). This model (“C+O+Ne,” hereafter) allows us to
bracket some of the systematic uncertainties associated with pro-
genitor composition. The nucleosynthesis yields for this model
are also given in Table 1.

The range of MWD we consider leads to 56Ni masses from
∼0.01 M⊙ to 0.81 M⊙, wide enough to encompass the range
implied for all but the brightest SNe Ia (see, e.g., Stritzinger
et al. 2006). The lowest mass models MWD = 0.81 and 0.88 M⊙

make very little 56Ni (∼0.01 and 0.07 M⊙, respectively). Thus,
they would be faint and lie outside the range of normal
SNe Ia. Throughout the following, we therefore neglect further
discussion of the MWD = 0.81 M⊙ model but retain the
0.88 M⊙ model as a point of reference for the faintest observed
SNe Ia.

Figure 1 shows the stratification of the nucleosynthesis
products grouped into low-mass elements, IMEs, stable IGEs,
and 56Ni. The structure of the models is very similar to that
obtained by Shigeyama et al. (1992): small masses of stable
IGEs are produced and the mass shell in which large mass
fractions of IMEs are produced is fairly extended. Significant
IME mass fractions are present up to almost the highest
velocities in all models, consistent with the lower limits on
the outer extent of Si-rich material discussed by Mazzali
et al. (2007). Moreover, a clear trend exists whereby the inner
boundary of the IME-rich layers lies at higher velocities in the
models where the 56Ni mass is larger, the same trend as inferred
from observations (Mazzali et al. 2007).

The most important consequence of 22Ne in our C+O+Ne
model is a substantial increase in the mass of stable IGEs (see
Table 1 and the third panel of Figure 1; see also Höflich et al.
1998). These extend over a wide range of mass coordinate and
come at the expense of less 56Ni in the inner regions and fewer
IMEs in the outer zones.

4. RADIATIVE TRANSFER SIMULATIONS

For each of the four detonation models that produce
>0.05 M⊙ of 56Ni, we performed radiative transfer simula-
tions using our Monte Carlo code artis (Sim 2007; Kromer &
Sim 2009). For MWD = 1.06 M⊙, we ran simulations for both
our pure-C+O and C+O+Ne models. For all calculations, we
used our largest atomic data set (∼8.2 × 106 lines) and our non-
LTE treatment of ionization (see Kromer & Sim 2009). Table 1
gives the light curve decline-rate parameter (∆m15),1 the time of
B-band maximum light (tB

max), the optical peak magnitudes, and

the B−V color at t
B
max.

5. COMPARISON WITH OBSERVATIONS

In Figure 2, we show the ultraviolet–optical–infrared
(UVOIR) bolometric and the band-limited (U, B, V, R, I, J,
H, and K bands) light curves from our radiative transfer sim-
ulations. Maximum light spectra are shown for the same cal-
culations in Figure 3. Observations of two SNe Ia (SN 2005cf
and SN 2004eo) are shown for comparison in both figures. The
56Ni masses reported for these objects are significantly differ-
ent but within the range covered by our models (0.45 M⊙ for
SN 2004eo, Pastorello et al. 2007a; 0.7 M⊙ for SN 2005cf Pas-
torello et al. 2007b).

Given the simplicity of the underlying explosion simulations,
the light curve shapes and colors are in remarkably good
agreement with observations. For MWD = 0.97, 1.06, and
1.15 M⊙, we obtain B-band rise times of 18–20 days, close
to observational estimates (∼19 days; Conley et al. 2006). The
peak colors are also close to those observed but slightly redder in

1
∆m15 is defined as the change in B-band magnitude between maximum

light and 15 days thereafter.

Sim et al. (2010)
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Figure 2. Computed UVOIR bolometric, U-, B-, V-, R-, I-, J-, H-, and K-band light curves for MWD = 1.15, 1.06, 0.97, and 0.88 M⊙ (red, green, blue, and black,
respectively). For MWD = 1.06 M⊙, light curves for both our pure-C+O and C+O+Ne models are shown (solid and dashed green lines, respectively). Photometry for
SN 2004eo (black circles; Pastorello et al. 2007a) and SN 2005cf (black triangles; Pastorello et al. 2007b) are also shown. The observations have been corrected for
reddening and distance using parameters from Pastorello et al. (2007a, 2007b).

Figure 3. Computed spectra at B-band maximum light for MWD = 1.15,
1.06, 0.97, and 0.88 M⊙ (red, green, blue, and black, respectively). For
MWD = 1.06 M⊙, spectra for both our pure-C+O and C+O+Ne models are
shown (thick and thin green lines, respectively). Observed spectra of two SNe
Ia around maximum light are shown for comparison: SN 2004eo (lower gray
line; Pastorello et al. 2007a) and SN 2005cf (upper gray line; Garavini et al.
2007). Arbitrary vertical offsets have been applied for clarity. The observed
spectra are de-redshifted and de-reddened using parameters from Pastorello
et al. (2007a, 2007b).

B−V compared to MCh models of similar brightness (compare
with Höflich et al. 1996; Kasen et al. 2009). These results differ
from previous studies for sub-MCh models where relatively rapid
rise times (see, e.g., Höflich et al. 1996) and blue colors (see,
e.g., Höflich et al. 1996; Nugent et al. 1997) were found. Both
systematic differences arise due to significant amounts of 56Ni
present in the outer layers of their models (see discussion by
Höflich & Khokhlov 1996). Thus, our calculations illustrate
that if core detonations can be triggered without producing large

masses of IGEs in the outer layers then good agreement with
observations can be obtained. A modest additional mass of IMEs
or unburned fuel (12C, 16O, or helium) in the outer ejecta due to
the triggering mechanism would have minor consequences for
the spectra.

Our maximum light spectra are also in qualitatively good
agreement with observations (Figure 3). The models all show
the characteristic Si ii λ6355 feature. Moreover, they reproduce
the sense of the observed trend whereby the strength of the
weaker Si ii feature at λ5972 relative to λ6355 is systematically
smaller in brighter events (Nugent et al. 1995; Bongard et al.
2006; Hachinger et al. 2008). In agreement with observations,
the maximum light spectra show clear features associated with
other IMEs, in particular Ca and S. Our fainter models also
predict O i absorption (λ7773) as observed in some SNe Ia
(including SN 2004eo; see Figure 3) but this feature becomes
weak for our brighter models, a trend also consistent with
observations (Nugent et al. 1995). As expected from Figure 1,
there is a tendency for higher velocities of IME features in
brighter events. Velocities for Si ii λ6355 measured from our
spectra are given in Table 1 and are generally compatible with
those inferred from observations (e.g., Benetti et al. 2005). The
Si velocity for our pure-C+O MWD = 1.06 M⊙ model is slightly
too high for both SN 2004eo and SN 2005cf. However, this
discrepancy is small and on the scale of the differences between
the models (the observed line velocities are bracketed by those
in our MWD = 0.97 and 1.06 M⊙ maximum light spectra).

Figure 4 shows the B-band width–luminosity relationship ob-
tained from our models compared with the properties of a sample
of well-observed SNe Ia (Hicken et al. 2009). The models re-
produce the correct systematic trend: brighter models have light

Sim et al. (2010)
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Figure 2. Computed UVOIR bolometric, U-, B-, V-, R-, I-, J-, H-, and K-band light curves for MWD = 1.15, 1.06, 0.97, and 0.88 M⊙ (red, green, blue, and black,
respectively). For MWD = 1.06 M⊙, light curves for both our pure-C+O and C+O+Ne models are shown (solid and dashed green lines, respectively). Photometry for
SN 2004eo (black circles; Pastorello et al. 2007a) and SN 2005cf (black triangles; Pastorello et al. 2007b) are also shown. The observations have been corrected for
reddening and distance using parameters from Pastorello et al. (2007a, 2007b).

Figure 3. Computed spectra at B-band maximum light for MWD = 1.15,
1.06, 0.97, and 0.88 M⊙ (red, green, blue, and black, respectively). For
MWD = 1.06 M⊙, spectra for both our pure-C+O and C+O+Ne models are
shown (thick and thin green lines, respectively). Observed spectra of two SNe
Ia around maximum light are shown for comparison: SN 2004eo (lower gray
line; Pastorello et al. 2007a) and SN 2005cf (upper gray line; Garavini et al.
2007). Arbitrary vertical offsets have been applied for clarity. The observed
spectra are de-redshifted and de-reddened using parameters from Pastorello
et al. (2007a, 2007b).

B−V compared to MCh models of similar brightness (compare
with Höflich et al. 1996; Kasen et al. 2009). These results differ
from previous studies for sub-MCh models where relatively rapid
rise times (see, e.g., Höflich et al. 1996) and blue colors (see,
e.g., Höflich et al. 1996; Nugent et al. 1997) were found. Both
systematic differences arise due to significant amounts of 56Ni
present in the outer layers of their models (see discussion by
Höflich & Khokhlov 1996). Thus, our calculations illustrate
that if core detonations can be triggered without producing large

masses of IGEs in the outer layers then good agreement with
observations can be obtained. A modest additional mass of IMEs
or unburned fuel (12C, 16O, or helium) in the outer ejecta due to
the triggering mechanism would have minor consequences for
the spectra.

Our maximum light spectra are also in qualitatively good
agreement with observations (Figure 3). The models all show
the characteristic Si ii λ6355 feature. Moreover, they reproduce
the sense of the observed trend whereby the strength of the
weaker Si ii feature at λ5972 relative to λ6355 is systematically
smaller in brighter events (Nugent et al. 1995; Bongard et al.
2006; Hachinger et al. 2008). In agreement with observations,
the maximum light spectra show clear features associated with
other IMEs, in particular Ca and S. Our fainter models also
predict O i absorption (λ7773) as observed in some SNe Ia
(including SN 2004eo; see Figure 3) but this feature becomes
weak for our brighter models, a trend also consistent with
observations (Nugent et al. 1995). As expected from Figure 1,
there is a tendency for higher velocities of IME features in
brighter events. Velocities for Si ii λ6355 measured from our
spectra are given in Table 1 and are generally compatible with
those inferred from observations (e.g., Benetti et al. 2005). The
Si velocity for our pure-C+O MWD = 1.06 M⊙ model is slightly
too high for both SN 2004eo and SN 2005cf. However, this
discrepancy is small and on the scale of the differences between
the models (the observed line velocities are bracketed by those
in our MWD = 0.97 and 1.06 M⊙ maximum light spectra).

Figure 4 shows the B-band width–luminosity relationship ob-
tained from our models compared with the properties of a sample
of well-observed SNe Ia (Hicken et al. 2009). The models re-
produce the correct systematic trend: brighter models have light
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Figure 1. Snapshots of the merger of a 1.1 M⊙ and a 0.9 M⊙ carbon–oxygen
white dwarf and the subsequent thermonuclear explosion. At the start of the
simulation the binary system has an orbital period of ≈35 s. The black cross
indicates the position where the detonation is ignited. The black line shows the
position of the detonation front. Color coded is the logarithm of the density.
The last two panels have a different color scale ranging from 10−4 g cm−3 to
106 g cm−3 and 104 g cm−3, respectively.

(A color version of this figure is available in the online journal.)

2. MERGER AND EXPLOSION

The inspiral and merger is modeled using a modified version
of the gadget code (Springel 2005). Modifications include the
Helmholtz equation of state (Timmes & Swesty 2000) and a 13
isotope nuclear reaction network that contains all α-elements
from 4He to 56Ni. Radiative cooling effects are not included
in our simulation. A detailed description of the modifications
will be given in a forthcoming paper. In addition, the maximum
smoothing length of a particle was restricted to 108 cm. This
affects only particles ejected from the binary system during the
merger but leads to a significant speedup of the code. Since
these particles are at very low densities and contain only less
than 1% of the total mass, they have no noticeable influence on
the explosion dynamics and observables.

The initial binary system consists of a 1.1 M⊙ and a 0.9 M⊙

carbon–oxygen white dwarf constructed from a total of 1.8×106

equal-mass particles. Both white dwarfs are set up in isolation
and relaxed with an additional friction force for 100 s. We then
apply the method described in Dan et al. (2011) to slowly move
the two white dwarfs close together. When the first particle of
the less massive white dwarf crosses the inner Lagrange point,
we stop and start the actual simulation. At this time, the binary
system has an orbital period of about 35 s.

The evolution of the binary system is shown in Figure 1.
The mass transfer is stable for more than 15 orbits. After about
600 s the secondary white dwarf becomes dynamically unstable
and is disrupted on a timescale of one orbit. As the material of
the secondary is accreted violently onto the primary, material
is compressed and heated up on the surface of the primary
white dwarf. As a consequence hot spots form in which carbon
burning is ignited. When the first hot spot reaches a temperature

larger than 2.5 × 109 K at a density of about 2 × 106 g cm−3,
we assume that a detonation forms (Seitenzahl et al. 2009).
Note that despite the high resolution we use, we still tend to
underestimate the temperature in the hot spot compared to even
higher resolution simulations (Pakmor et al. 2011). Only future
detailed investigations might be able to decide whether or not
a detonation really forms but the conditions in our smoothed
particle hydrodynamic simulations suggest that it is plausible.

At this time we map the whole state of the simulation on
a uniform Cartesian grid with a resolution of 7683 grid cells
and a box size of 4 × 109 cm. About 0.03 M⊙ of material is
lost by the mapping as it is outside the box. Since this material
makes up less than 2% of the total mass and has a density too
low to contribute significantly to nuclear burning (i.e., it stays
unburned) it does not affect the dynamics of the ejecta or the
synthetic observables derived from the model.

With these initial conditions we use the leafs code (Reinecke
et al. 1999a) that applies the level-set technique to model
detonation flames (Reinecke et al. 1999b; Fink et al. 2010).
We ignite the detonation at the cell with the highest temperature
and follow its propagation through the merged object until most
of the material is burned. Figure 1 shows that the primary
white dwarf and most parts of the secondary are already
burned 2 s after the detonation formed. The energy release from
nuclear burning unbinds the object. Using an expanding grid
(Röpke 2005), we follow the dynamic ejecta until they reach
homologous expansion about 100 s after the detonation was
ignited. They have an asymptotic kinetic energy of 1.7×1051 erg.

3. NUCLEOSYNTHESIS

In order to obtain detailed isotopic abundances of the ejecta,
we add 106 tracer particles to the simulation of the explosion that
record their local temperature and density. In a post-processing
step we run a detailed nuclear network containing 384 isotopes
on these trajectories (Travaglio et al. 2004). To mimic the effect
of solar metallicity, we choose the initial composition of the
tracer particles as 47.5% 12C, 50% 16O, and 2.5% 22Ne by mass.

In the explosion, a total of 0.7 M⊙ of iron-group elements are
synthesized. They consist predominantly of radioactive 56 Ni
(0.61 M⊙) with a small fraction of stable 58Ni (0.03 M⊙) and
stable 54Fe (0.02 M⊙). In addition, 0.5 M⊙ of intermediate-mass
elements are produced in the explosion. The ejecta contain about
0.5 M⊙ of oxygen and about 0.15 M⊙ of unburned carbon.

The spatial composition and density structure of the ejecta
in homologous expansion are shown in Figure 2. Its inherently
three-dimensional structure is a result of the state of the merged
object at the time the detonation forms. Since the detonation
propagates faster at higher densities, the primary white dwarf is
burned first and its ashes expand. As they expand they sweep
around the material of the partially intact secondary white
dwarf that is still being burned. Therefore, the ashes of the
primary have already expanded significantly before burning of
the secondary is completed (roughly 1 s later), meaning that the
ashes of the secondary completely dominate the center of the
ejecta. Hence, when the ejecta reach the homologous expansion
phase several 10 s later, the very inner parts of the ejecta do not
contain material from the primary white dwarf and therefore no
iron-group elements.

4. COMPARISON WITH OBSERVATIONS

Using the three-dimensional density structure from explosion
modeling and the corresponding spatial abundance distribution

2

Ekin = 1.7× 1051 erg, and MNi = 0.62 M�.
Pakmor et al. (2012)
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Figure 3. Light curves of our model. The panels from top left to bottom right contain UBVRIJHK bolometric and broadband U,B,V,R,I,J,H,K light curves. The black
line corresponds to the angle average of the model. Gray histograms show light curves along seven different lines-of-sight representative for the scatter caused by
different (100) viewing angles including the most extreme light curves. The time is given relative to B-band maximum. The red symbols show observational data of
three well-observed normal SNe Ia, SN 2001el (Krisciunas et al. 2003), SN 2003du (Stanishev et al. 2007), and SN 2005cf (Pastorello et al. 2007).

(A color version of this figure is available in the online journal.)

Figure 4. Maximum light spectrum of our model. The red line shows the
spectrum of our model one day after maximum light in the B band. The black
line shows the observed spectrum of SN 2003du (Stanishev et al. 2007) at the
same time.

(A color version of this figure is available in the online journal.)

Physical parameters of secondary importance are the mass
of the secondary white dwarf and the composition of both
white dwarfs (C/O ratio and metallicity). The material of the
secondary is burned only to intermediate-mass elements and
oxygen and therefore only affects the brightness of the explosion

indirectly. The metallicity of the two white dwarfs has only a
small impact on the final composition of the ejecta by changing
the mixture of iron-group elements synthesized (Sim et al.
2010).

The moment at which the detonation forms is an artificial
parameter of our model. Physically, it will be determined by
the properties of the binary system discussed above. Since we
cannot resolve the formation of the detonation microscopically,
however, we have to infer the most likely place and time for it
to form from macroscopic properties. Once we assume that a
detonation forms on the surface of the primary its exact place
and time are only secondary effects: the choice for the moment
of detonation affects the densities at which the material of the
secondary white dwarf is burned (since the detonation occurs
while the secondary is being destroyed) but it does not strongly
affect the burning of the primary because it is not dynamically
affected by the merger.

Compared to the merger of two 0.9 M⊙ white dwarfs (Pakmor
et al. 2010) the merger we present here mainly differs in the
mass of the primary white dwarf. Since it is considerably more
massive, its central density is higher and its material is burned
predominantly to iron-group elements. In addition, the mass
ratio of the binary system we model here is well below unity.
Therefore, the more compact primary is not subject to noticeable
tidal forces from the secondary.

4
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three well-observed normal SNe Ia, SN 2001el (Krisciunas et al. 2003), SN 2003du (Stanishev et al. 2007), and SN 2005cf (Pastorello et al. 2007).
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Figure 4. Maximum light spectrum of our model. The red line shows the
spectrum of our model one day after maximum light in the B band. The black
line shows the observed spectrum of SN 2003du (Stanishev et al. 2007) at the
same time.

(A color version of this figure is available in the online journal.)
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of the secondary white dwarf and the composition of both
white dwarfs (C/O ratio and metallicity). The material of the
secondary is burned only to intermediate-mass elements and
oxygen and therefore only affects the brightness of the explosion

indirectly. The metallicity of the two white dwarfs has only a
small impact on the final composition of the ejecta by changing
the mixture of iron-group elements synthesized (Sim et al.
2010).

The moment at which the detonation forms is an artificial
parameter of our model. Physically, it will be determined by
the properties of the binary system discussed above. Since we
cannot resolve the formation of the detonation microscopically,
however, we have to infer the most likely place and time for it
to form from macroscopic properties. Once we assume that a
detonation forms on the surface of the primary its exact place
and time are only secondary effects: the choice for the moment
of detonation affects the densities at which the material of the
secondary white dwarf is burned (since the detonation occurs
while the secondary is being destroyed) but it does not strongly
affect the burning of the primary because it is not dynamically
affected by the merger.

Compared to the merger of two 0.9 M⊙ white dwarfs (Pakmor
et al. 2010) the merger we present here mainly differs in the
mass of the primary white dwarf. Since it is considerably more
massive, its central density is higher and its material is burned
predominantly to iron-group elements. In addition, the mass
ratio of the binary system we model here is well below unity.
Therefore, the more compact primary is not subject to noticeable
tidal forces from the secondary.
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Figure 4. Constraints on the position of the SN 2014J progenitor system in the Hertzsprung-Russell (H-R) diagram. The thick bright
red line corresponds to the 2σ MV limits (RM82

V = 1.4;AM82
V = 1.7) that we place on the progenitor system as a function of temperature

and stellar type from the combination of all limits in all HST bands. The middle solid gray line show the 2σ limits on the progenitor
absolute magnitude obtained using the most constraining single observation, while the upper and lower adjacent gray lines provide an
estimate of the uncertainty on this limit. Stellar evolutionary tracks off of the main sequence (black) calculated by Lejeune & Schaerer
(2001) are plotted. Our upper limits likely exclude recurrent novae with luminosities comparable to that of RS Oph (Hachisu & Kato
2001). Candidate systems U Sco (Thoroughgood et al. 2001; Hachisu et al. 1999) cannot be excluded, while T CrB (Hachisu & Kato 2001)
and V445 Pup (Woudt et al. 2009) span the upper limit. The light-red shaded region corresponds approximately to stars considered red
giants and red bright giants. Dashed gray lines show the limits measured for SN 2011fe in M101 (Li et al. 2011) as well as SN 2006dd in
NGC 1316 (Maoz & Mannucci 2008) (representative of constraints for other nearby SN Ia). The dashed pale red line shows the 2σ MV

limits for RM82
V = 3.1 and AM82

V = 1.7 mag, while the dashed pale blue line shows those for RM82
V = 2 and AM82

V = 2.5 mag. Absolute
magnitudes are computed using a distance modulus of 27.73± 0.02 mag (Jacobs et al. 2009).

and blackbody spectrum.
In Figure 3, we plot the limits on the progenitor flux

we estimate using the HST imaging. We also show mea-
surements of the luminosity Lν of RS Oph during its
quiescent phase as a function of frequency ν, and the un-
certainty arising from current constraints on its distance.

4.3. RS Oph SED Model

The luminosity of RS Oph is comparable to our up-
per detection limit (RM82

V = 1.4;AM82
V = 1.7) mag, and

the bright white dwarf primary in RS Oph contributes
significantly in bluer optical bandpasses, unlike the pri-

mary of T CrB. Therefore, we create a near-UV to near-
IR model of the spectrum of RS Oph to account for the
contribution of the white dwarf, and to show clearly the
measurements that contribute to our constraints.

Anupama & Miko lajewska (1999) performed a decom-
position of an optical spectrum of RS Oph in its qui-
escent phase and find an A2 to A4 stellar spectrum for
the hot component, and an M0 to M2 III spectrum for
the giant companion. We fit for the linear combination
of the corresponding Pickles (1998) stellar spectra that
best matches the broadband magnitudes of RS Oph dur-
ing quiescence. Li et al. (2011) use an effective temper-

Kelly et al. (2014)



Direct Collisions of White-Dwarfs?

Dong et al. (2014):

• The two peaks are respectively blue-shifted and red-shifted relative to the
host galaxies and are separated by ∼ 5000 km s−1.

• Bi-modality is naturally expected from direct collision of white dwarfs due to
the detonation of both white dwarfs.



Abundances in 20 M� star at late stage

R. Hirschi et al.: Rotation: pre-supernova evolution 663

Fig. 15. Variation of the abundances in mass fraction as a function of the lagrangian mass at the end of central neon (top), oxygen (middle) and

silicon (bottom) burnings for the non-rotating (left) and rotating (right) 20 M⊙ models. Note that the abundance of 44Ti (dotted-long dashed

line) is enhanced by a factor 1000 for display purposes.

Hirschi et al. (2004)



Radial velocity profiles for the collapse

This can be further seen in Fig. 4, where we plot the rest
mass density r at the shock front for a simulation of the
collapse model C01.

Matter falling through the outward propagating shock is
heated substantially. This can be seen in Fig. 5, where we
plot the internal energy distribution e in the central region
shortly after bounce. The figure further shows the contribu-
tion to the internal energy from the polytropic part, Eq. ~22!,
and the thermal part, Eq. ~25!. In the very central region, the
polytropic contribution constitutes the dominant part. In con-
trast, the thermal energy dominates the total internal energy
in the post-shock region for radii larger than a certain value
~the shock forms off center!, ;13 km in the specific situa-

tion shown in Fig. 5. We have verified that the global energy
balance ~see Ref. @18# for more details! is well preserved in
our simulations ~maximum errors are of the order of 0.5–
1%!.

Figure 6 shows two-dimensional contour plots illustrating
the dynamics during collapse and bounce for model B01.
For this particular simulation we used a resolution (Nx ,Ny)
5(600,12). The figure displays isocontours of the rest mass
density covering only the inner part of the iron core up to a
radius of 30 km at 40 ms ~i.e. at bounce; top panel!, at 45 ms
~when the shock has reached a radius of ;140 km; middle
panel! and at 50 ms ~when the shock wave is located at r
;250 km; bottom panel!. The velocity vectors overlayed
onto the contour plots are normalized to the maximum ve-
locity in the displayed region. During the collapse phase un-
til bounce at nuclear densities ~upper panel!, the initial as-
pherical contributions do not play a major role—the radial
infall velocities dominate the dynamics. After bounce
~middle and lower panel! the newly formed neutron star in
the central region shows nonspherical oscillations, with fluid
velocities up to about 231023c . Qualitatively, the dynamics
for the collapse model C01 is very similar to what is shown
in Fig. 6 for model B01. However, the particular form of the
nonspherical pulsations created after bounce differs.

B. Fluid oscillations in the outer core
When analyzing the dynamical behavior of the fluid after

bounce, we find that the meridional velocity oscillates
strongly in the entire pre-shock region. This can be seen
from the solid curve of Fig. 7, where we plot the meridional
velocity component v25ruu for model B01 as a function of
the Bondi time, and at coordinate location r5833 km and
y50.5. These oscillations are created directly after the for-
mation of the proto-neutron star in the central region of the

FIG. 3. Snapshots of radial velocity profiles ur, plotted as func-
tion of radius r for the collapse model A. The snapshots are taken
between uB530 ms and uB545 ms, with a delay of 1 ms between
subsequent outputs ~the solid lines correspond to uB530, 35, 40, 45
ms!. The shock formation takes place at about 40 ms. In the outer
part of the plotted region, the infall velocity of matter increases
monotonically with time.

FIG. 4. Surface plot of the rest mass density distribution r
around the shock front for the collapse model C01. 50 ms after the
collapse was initiated, the shock has reached a radius of about 250
km. We plot every radial zone using a radial grid r5100 tan( p

2 x)
with 450 radial zones. The shock front is resolved with only three
radial zones. The aspherical nature of the data is most prominent at
the shock front.

FIG. 5. Radial distribution of the internal energy e ~solid line!
shortly after bounce (uB541 ms) for the collapse model A. The
different contributions from the polytropic part ep ~dashed line! and
the thermal part e th ~long-dashed line! to the total internal energy
are also shown. In front of the shock which is located at a radius of
;45 km, the thermal energy vanishes.

SIEBEL et al. PHYSICAL REVIEW D 67, 124018 ~2003!

124018-6

The gravitational collapse occurs when Γ = (∂ lnP/∂ ln ρ)S < 4/3
Siebel et al. (2003)



The adiabatic index

The gravitational collapse runs with S ∼ 1.
Bethe (1990)



Stellar collapse and prompt explosion

Ei
shock ≈ 6× 1051 erg, Eloss ≈ 1.7× 1051(MFe/0.1M�) erg

Burrows (2012)



Stalled supernova shock after core bounce530 H.-Th. Janka: Conditions for shock revival by neutrino heating in core-collapse supernovae

Fig. 1. Sketch which summarizes the processes that determine
the evolution of the stalled supernova shock after core bounce.
Stellar matter falls into the shock at radius Rs with a mass ac-
cretion rate Ṁ and a velocity near free fall. After deceleration
in the shock, the gas is much more slowly advected towards the
nascent neutron star through the regions of net neutrino heat-
ing and cooling, respectively. The radius Rns of the neutron
star is defined by a steep decline of the density over several or-
ders of magnitude outside the neutrinosphere at Rν . Heating
balances cooling at the gain radius Rg. The dominant processes
of energy deposition and loss are absorption of electron neutri-
nos onto neutrons and electron antineutrinos onto protons as
indicated in the figure. Convective overturn mixes the layer be-
tween gain radius and shock, and convection inside the neutron
star helps the explosion by boosting the neutrino luminosities

shock position, shock radius, and properties of the gain
layer as functions of time by solving an initial value prob-
lem. A summary and conclusions will follow in Sect. 10.

2. Physical picture

Right after core bounce the hydrodynamic shock propa-
gates outward in mass as well as in radius, being strongly
damped by energy losses due to the photodisintegration
of iron-group nuclei and neutrinos. The neutrino emis-
sion rises significantly when the shock breaks out into the
neutrino-transparent regime. As a consequence, the pres-
sure behind the shock is reduced and the velocities of the
shock and of the fluid behind the shock, both of which
were positive initially, decrease. Finally, the outward ex-
pansion of the shock stagnates, and the shock transforms
into a standing accretion shock with negative gas velocity
in the postshock region. The gas of the progenitor star,
which continues to fall into the shock at a velocity near
free fall, is decelerated abruptly within the shock. Below
the shock it moves much more slowly towards the center,
where it settles onto the surface of the nascent neutron
star.

Figure 1 displays the most important physical elements
which determine this evolutionary stage. Around the neu-
trinosphere at radiusRν , which is close to the radiusRns of
the proto-neutron star (PNS), the hot and comparatively
dense gas loses energy by radiating neutrinos. If this en-
ergy sink were absent, the gas that is accreted through the
shock at a rate Ṁ would pile up in a growing, high-entropy

atmosphere on top of the compact remnant (Colgate et al.
1993; Colgate & Fryer 1995; Fryer et al. 1996). But since
neutrinos are emitted efficiently at the thermodynami-
cal conditions around the neutrinosphere, the entropy of
the gas is reduced so that the gas can be absorbed into
the surface of the neutron star. The mass flow through the
neutrinospheric region is therefore triggered by the neu-
trino energy loss and allows more gas to be advected in-
ward from larger radii. In case of stationary accretion the
temperature at the base of the atmosphere ensures that
the emitted neutrinos carry away the gravitational binding
energy of the matter which is added to the neutron star at
a given accretion rate. In fact, this requirement closes the
set of equations that determines the steady state of the
accretion system and allows one to determine the radius
Rs of the accretion shock (see, e.g., Chevalier 1989; Brown
& Weingartner 1994; Fryer et al. 1996).

At the so-called gain radius Rg (Bethe & Wilson 1985)
between neutrinosphere Rν and shock position Rs, the
temperature of the atmosphere becomes so low that the
absorption of high-energy electron neutrinos and antineu-
trinos starts to exceed the neutrino emission. This radius
therefore separates the region of net neutrino cooling be-
low from a layer of net heating above. Since the neutrino
heating is strongest just outside the gain radius and the
propagation of the shock has weakened before stagnation,
a negative entropy gradient is built up in the postshock
region. This leads to convective overturn roughly between
Rg and Rs, which transports hot matter outward in rising
high-entropy bubbles. At the same time cooler material is
mixed inward in narrow, low-entropy downflows (Herant
et al. 1994; Burrows et al. 1995; Janka & Müller 1996).
Inside the nascent neutron star, below the neutrinosphere,
convective motions can enhance the neutrino emission by
carrying energy faster to the surface than neutrino diffu-
sion does (Keil et al. 1996).

Between neutrinosphere and the supernova shock a
number of approximations apply to a high degree of accu-
racy, which help one developing a simple analytic under-
standing of the effects that influence the evolution of the
supernova shock. Figure 2 shows schematically the pro-
files of density, temperature and mass accretion rate in
that region. A formal discussion follows in the subsequent
sections. Outside the neutrinosphere (typically at about
1011 g/cm3) the temperature drops slowly compared to
the density decline, which is steep. When nonrelativistic
nucleons dominate the pressure, the decrease of the den-
sity yields the pressure gradient which ensures hydrostatic
equilibrium in the gravitational field of the neutron star.
Assuming a temperature equal to the neutrinospheric tem-
perature in this region is a reasonably good approximation
for the following reasons. On the one hand, the cooling
rate depends sensitively both on density and temperature,
and the density drops rapidly. Therefore the total energy
loss is determined in the immediate vicinity of the neutri-
nosphere and the details of the temperature profile do not
matter very much. On the other hand, efficient neutrino
heating prevents that the temperature can drop much

Janka (2001)

Delayed neutrino-heating mechanism (Colgate & White 1966).
Multidimensional problem.
Convection in PNS (Bruenn et al. 1979) and behind the shock (Bethe 1990).
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Mueller (2012)
SASI is the so-called Standing Accretion Shock Instability (Blondin et al. 2003).



Multidimensional supernova simulations

L. Scheck et al.: Multidimensional supernova simulations 939

Fig. 5. Same as Fig. 3, but for Models W00 (upper panel) and W00F
(lower panel). The blue line marks the position of the gain radius. Up
to t ≈ 300 ms Model W00 remains nearly spherical and evolves like the
corresponding one-dimensional simulation. However, an initially very
weak l = 1 oscillation mode in the postshock flow grows in this phase
and finally becomes nonlinear, causing strong shock oscillations. Yet,
this model does not explode. Although the shock expands transiently
in a quasi-periodic manner, the average shock radius decreases and all
matter remains bound. In Model W00F an l = 2 mode develops and
starts to affect the shape of the shock at t ≈ 150 ms, much earlier than
in Model W00. The oscillations become nonlinear, and at t = 194 ms
(marked by a dotted vertical line) the model explodes. (Color figures
are available in the online version.)

At t ≈ 360 ms the amplitude of the shock oscillations has
become very large, the shock radii at the poles differ by up to
50 km, whereas the average shock radius is only about 100 km.
In this phase the entropy behind the shock starts to vary strongly
with time and angle (Fig. 7). Steep negative entropy gradients
(dS /dr = O(1 kb/km)) develop and Rayleigh-Taylor instabilities
start to grow at the boundaries between low- and high-entropy
matter. The postshock flow reaches lateral velocities of several
109 cm/s and supersonic downflows towards the neutron star
form (see Sect. 6.1 for a discussion of these processes). Within
a few oscillation cycles the whole postshock flow becomes very
similar to the nonlinear convective overturn present at the onset
of the explosion in those models of Paper I where the explosion
energy was rather low.

However, in contrast to these simulations of Paper I, Model
W00 does not explode. At t ≈ 390 ms the bipolar oscillations
reach their maximum amplitude. In the further evolution they be-
come weaker and on average the shock radius decreases (Fig. 5).
The slow decay of activity is interrupted by several short phases
of stronger shock expansion and bipolar oscillation, which occur

quasi-periodically every 50–100 ms. When we stop the simula-
tion at t = 1 s the shock has retreated to a radius of only 70 km
on average.

Models W00S, W05S, and W00V, in which a slowly con-
tracting neutron star was assumed, evolve qualitatively very
similar to Model W00. However, with increasing contraction
timescale the oscillation period becomes longer (up to 100 ms)
and the growth rate of the low-mode instability decreases. All
these models are dominated by an l = 1 SASI mode and none of
them is able to explode.

Also Model W00F with its rapidly contracting inner bound-
ary evolves initially quite similar to Model W00 (Fig. 5).
However, all timescales are shorter: The oscillation amplitude
starts to grow already after 50 ms, the shock becomes non-
spherical at t ≈ 130 ms and convection sets in at t ≈ 160 ms.
Furthermore, Fig. 6 shows that in this model the l = 2 mode (i.e.
oscillation between prolate and oblate states) is initially more
strongly excited than the l = 1 mode, which starts to dominate
only just before the onset of the explosion.

In contrast to the models with slower boundary contrac-
tion, the continuous neutrino heating in Model W00F is strong
enough to trigger an explosion at texp = 194 ms. This difference
is caused by the fact that the faster contraction leads to gravita-
tional energy release (the accreted matter heats up by compres-
sion) and thus to higher neutrino luminosities (see Sect. 6.2 for
further discussion). The anisotropic gas distribution caused by
the low-mode oscillations becomes frozen in when the shock
accelerates outward. The shock develops a prolate deforma-
tion and a single accretion funnel forms in the northern hemi-
sphere. Since the explosion attains a large-scale asymmetry, the
anisotropic distribution of the ejecta exerts a strong gravitational
force that causes an acceleration of the newly formed neutron
star (see Paper I for details about this process and the proce-
dure of evaluating (postprocessing) our simulations for the re-
sulting kick velocity of the neutron star3) Due to the miniscule
boundary luminosity the energy of the explosion remains rather
low (0.37 × 1051 erg at 750 ms after bounce, see Table 1, and

3 Due to the fact that the neutron star core is replaced in our simu-
lations by an inner grid boundary and thus anchored at the grid center,
our conclusions on the neutron star kick velocities need to be confirmed
by independent hydrodynamic models without such a numerical con-
straint. Burrows et al. (2006, 2007) seem to be unable to reproduce our
findings with their recent simulations, using a code setup that allows
the neutron star to move and employing a strictly momentum conserv-
ing implementation of the gravitational effects in the fluid equation of
motion. However, the numerical consequences of their new treatment
of the gravity source term, and in particular the supposed superiority
compared to other (standard) treatments, must be demonstrated by de-
tailed numerical tests, which Burrows et al. (2006, 2007) have so far
not presented. The exact reasons for the potentially discrepant results
are therefore unclear to us and may be manifold. We strongly empha-
size here that the neutron star kicks reported by Scheck et al. (2006)
were calculated by two independent methods of postprocessing analy-
sis. First, making use of total linear momentum conservation, the neu-
tron star recoil was estimated from the negative value of the momentum
of all gas on the computational grid at the end of the simulations (note
that using an inner grid boundary at some radius r > 0 leads to momen-
tum transfer to the excised inner core so that the gas in the simulation
domain does not retain zero z-momentum). Second, the different time-
dependent forces that can contribute to the neutron star acceleration,
i.e., the gravitational force excerted by the anisotropically distributed
matter around the neutron star as well as the momentum transfer associ-
ated with anisotropically accreted or outflowing gas of the neutron star,
were added up and then integrated in time. Both of these completely
independent approaches led to estimates for the neutron star kick veloc-
ities in very nice agreement with each other.

Scheck et al. (2008)



Two-dimensional core collapse supernovae
K. Kifonidis et al.: Non-spherical core collapse supernovae. I. 637

Fig. 12. Logarithm of the density (top) and of the partial densities (bottom) of 16O (blue), 28Si (green), and 56Ni (red) in Model T310a at selected
early epochs. Data values are coded according to the color bars given for each frame. In case of the partial densities, colors other than red, green
and blue (resulting from the superposition of these color channels) indicate mixing of the composition. From left to right a) t = 4 s, b) t = 10 s,
c) t = 20 s. Note the change of the radial scale. The supernova shock is visible as the outermost circular discontinuity in the density plots.

t = 4, 10, and 20 s.
Kifonidis et al. (2003)



Two-dimensional core collapse supernovae
638 K. Kifonidis et al.: Non-spherical core collapse supernovae. I.

Fig. 13. Same as Fig. 12. a) t = 100 s (left), b) t = 300 s (middle), c) t = 1500 s (right). Note the change of the radial scale.

t = 100, 300, and 1500 s.
Kifonidis et al. (2003)



Two-dimensional core collapse supernovae
640 K. Kifonidis et al.: Non-spherical core collapse supernovae. I.

Fig. 14. Same as Fig. 12. a) t = 5000 s (left), b) t = 10 000 s (middle), c) t = 20 000 s (right). Note the change of the radial scale. The circular
orange/black boundary in the upper right panel corresponds to the outer edge of the computational domain, which the supernova shock has
crossed long before.

t = 5000, 10 000, and 20 000 s.
Kifonidis et al. (2003)



3D models of supernova explosions
E. Müller et al.: Parametrized 3D models of neutrino-driven supernova explosions

Fig. 2. Snapshots of models W15-4 (left) and L15-3 (right) illustrating the four phases characterizing the evolution of our 3D models (see text
for details). Each snapshot shows two surfaces of constant entropy marking the position of the shock wave (gray) and depicting the growth of
non-radial structures (greenish). The time and linear scale are indicated for each snapshot.

A63, page 7 of 20

Each snapshot shows two surfaces of constant entropy.
Shock wave – gray and non-radial structure – greenish.

Mueller et al. (2012)



3D models of supernova explosions

E. Müller et al.: Parametrized 3D models of neutrino-driven supernova explosions

Fig. 2. Snapshots of models W15-4 (left) and L15-3 (right) illustrating the four phases characterizing the evolution of our 3D models (see text
for details). Each snapshot shows two surfaces of constant entropy marking the position of the shock wave (gray) and depicting the growth of
non-radial structures (greenish). The time and linear scale are indicated for each snapshot.

A63, page 7 of 20

Each snapshot shows two surfaces of constant entropy.
Shock wave – gray and non-radial structure – greenish.

Mueller et al. (2012)



Neutrino luminosities as a function of time

984 K Kotake et al

Figure 5. Infall velocity and sound velocity versus radius at the central density of 1012 g cm−3 of

a 15 M⊙ progenitor model. The region inside and outside the sonic point (R ≈ 200 km, at which

the two curves cross) roughly corresponds to the inner core and the outer core, respectively.

Figure 6. The luminosities and root-mean-square energies of the neutrinos as a function of time.

The results of the 13 M⊙ model are drawn with dashed lines and the results of the 40 M⊙ model

with solid lines. The time is the measure from the core bounce. This figure is taken from [212].

supernova in modern neutrino detectors such as SuperKamiokande and the Sudbury Neutrino

Observatory (see section 4).

The breakout of the electron neutrinos is almost simultaneous with the appearance of the

other neutrino species. In the hot post-bounce region, the electron degeneracy is not high and

Dashed lines – 13 M� model, solid lines – 40 M� model.
Kotake et al. (2006)



Discovery

Discovered on 24 Feb 1987

Brightest SN since 1604 (Kepler’s SN)

Located in the LMC (~ 50 kpc)

Magnitude at maximum +3

Neutrinos arrived at 23.316 UT 
(before the optical discovery)

19 neutrinos in 13 s 

Confirmed core-collapse scenario

SN 1987A

Larsson (2012)



The progenitor

Sanduleak -69 202 

Luminosity ~ 105 L

Temperature ~ 16 000 K

Radius ~ 40 R

Main sequence mass ~ 16 - 22  M

Previous observations of the star 
had not revealed anything peculiar

First time a supernova progenitor 
was identified in pre-explosion 
images. 

The progenitor turned out to be a 
Blue Supergiant,  Sk -69 202 

Red supergiant had been expected!

Larsson (2012)



Bolometric light curve of SN 1987A
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Suntzeff et al. (1991)



Main radioactive decays in SN 1987A

Decay Time scale Epoch when dominating

56Ni → 56Co + γ 8.8 d 0–18 d
56Co → 56Fe + γ 111.3 d 18–1100 d

→ 56Fe + e+

57Ni → 57Co + γ 2.17 d
57Co → 57Fe + γ 390 d 1100–1800 d

44Ti → 44Sc + γ 87 yrs 1800 d →
44Sc → 44Ca + γ 5.4 h

→ 44Ca + e+



γ-ray spectrum from SN 1987A
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Monte Carlo simulations of the 847, 1238, 2599, and 3250 keV lines.
Leising & Share (1990)



Уравнения радиационной гидродинамики
в одногрупповом приближении

Систему уравнений радиационной гидродинамики составляют: уравнение
непрерывности

∂r

∂t
= u ,

∂r

∂m
=

1

4πr2ρ
,

уравнение движения

∂u

∂t
= −4πr2∂(Pg +Q)

∂m
−
Gm

r2
+

1

c
χ0
FF

0 ,

уравнение энергии для газа

∂Eg

∂t
= −(Pg +Q)

∂

∂t

(
1

ρ

)
+ cκ0

EE
0 − 4π

η0
t

ρ
+ ε ,

уравнение для полной плотности энергии излучения

∂E0

∂t
= −4πρ

∂(r2F 0)

∂m
−4πρ(1+f0)E0∂(r2u)

∂m
+
u

r
(3f0−1)E0+4πη0

t−cρκ
0
EE

0 ,

и уравнение для полного потока энергии излучения

∂F 0

∂t
=

(
2
u

r
− cρχ0

F − 8πρ
∂(r2u)

∂m

)
F 0 − c2

(
4πr2ρ

∂(f0E0)

∂m
+

1

r
(3f0 − 1)E0

)
.



Ионизационное равновесие и уравнение
состояния

Уравнение ионизационного баланса для атома Z0 и иона Z+, в ко-
тором скорости фотоионизации, ионизации электронами и нетеп-
ловой ионизации уравновешиваются скоростями излучательной и
трехчастичной рекомбинаций, имеет вид

RZ0NZ0 + qZ0NeNZ0 + ΓZ0NZ0 = αZ+NeNZ+ + χZ+N2
eNZ+ .

Давление Pg и внутренняя энергия идеального газа Eg, составляю-
щие уравнение состояния, для смеси химических элементов равны

Pg =
kTg

muA
(1 +Axe)ρ ,

Eg =
3

2

kTg

muA
(1 +Axe) +

XH

muAH

(IHxH+ − IH−xH−)

+
Fe∑

Z=He

XZ

muAZ

(IZ0xZ+ + (IZ0 + IZ+)xZ++) .



Средние непрозрачности и коэффициент
излучения

• Относительные концентрации атомов и ионов, вычисленные
при отсутствии ЛТР, но без учета возбужденных состояний,
определяют соответствующие средние непрозрачности χ0

F и κ0
E

и коэффициент теплового излучения η0
t . В качестве средней

непрозрачности, взвешенной по потоку энергии излучения, χ0
F

используется росселандово среднее. Средняя непрозрачность,
взвешенная по плотности энергии излучения, κ0

E вычисляется
как планковское среднее с температурой излучения Tr.

• Более 500000 спектральных линий были выбраны из обширной
базы атомных данных, которую составили Kurucz & Bell (1995).
Все они были использованы при усреднении вклада спектраль-
ных линий в непрозрачность вещества в оболочке сверхновой,
расширяющейся с градиентом скорости.



Optimal hydrodynamic model for SN 1987A



Detection of the SN 1987A rings
ESO New Technology Telescope (1990) and Hubble Space Telescope (1991)

Hubble Space Telescope (1995)



The Mysterious Rings of Supernova 1987A

ESA/Hubble, NASA (2012)


